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RESUMO 

 

A crescente utilização da tecnologia de Deep Fakes, que associa técnicas avançadas de 

inteligência artificial, como o aprendizado profundo, à manipulação sofisticada de imagens, 

áudios e vídeos, tem gerado sérias implicações no campo do direito eleitoral. Este estudo tem 

como objetivo analisar a judicialização das Deep Fakes no Brasil, no período de 2018 a 2024, 

com ênfase nos impactos jurídicos provocados por seu uso indevido no contexto das campanhas 

eleitorais. A pesquisa adota uma abordagem qualitativa, fundamentada na análise documental 

de decisões judiciais proferidas por órgãos da Justiça Eleitoral, especialmente o Tribunal 

Superior Eleitoral (TSE) e os Tribunais Regionais Eleitorais (TREs). Busca-se identificar os 

principais fundamentos jurídicos invocados pelos julgadores, o conceito de Deep Fake nas 

decisões e as interpretações normativas aplicadas diante da circulação de conteúdos sintéticos 

manipulados. Além disso, o trabalho mapeia as tendências jurisprudenciais sobre o tema, 

avaliando os desafios regulatórios tendo como pressuposto a liberdade de expressão e a 

integridade do processo democrático. 

 

Palavras-chave: Deep Fakes; direito eleitoral; judicialização; inteligência artificial. 

 



ABSTRACT 

 

The increasing use of Deep Fake technology, which combines advanced artificial intelligence 

techniques such as deep learning with sophisticated manipulation of images, audio, and video, 

has generated serious implications in the field of electoral law. This study aims to analyze the 

judicialization of Deep Fakes in Brazil between 2018 and 2024, with an emphasis on the legal 

impacts arising from their misuse in the context of electoral campaigns. The research adopts a 

qualitative approach, based on documentary analysis of judicial decisions issued by Electoral 

Justice bodies, particularly the Superior Electoral Court (TSE) and the Regional Electoral 

Courts (TREs). The study seeks to identify the main legal grounds invoked by judges, the 

concept of Deep Fake as understood in the decisions, and the normative interpretations applied 

in the face of manipulated synthetic content. Furthermore, the work maps jurisprudential trends 

on the subject, assessing regulatory challenges based on the principles of freedom of expression 

and the integrity of the democratic process. 

 

Keywords: Deep Fake; electoral law; judicialization; artificial intelligence. 
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1 INTRODUÇÃO 

 

Vivemos em uma era marcada por avanços tecnológicos gigantescos, que têm 

modificado profundamente a estrutura e as dinâmicas das democracias em geral. A sociedade 

informacional atual é caracterizada pelo distanciamento físico e uma proximidade digital, 

transformando a maneira como nos comunicamos, compartilhamos informações e participamos 

do processo eleitoral. Algumas tecnologias, como as redes sociais e a inteligência artificial1, 

desempenham um papel central nesse cenário, não apenas influenciando, mas também 

moldando o desenvolvimento democrático digital2. 

Esses avanços têm gerado novas formas de interação entre os eleitores e candidatos 

ao ponto que possibilita uma maior proximidade com o público-alvo através das redes sociais. 

Porém, alguns conteúdos e informações publicados no mundo digital são produzidos com o 

intuito de denegrir ou promover uma falsa percepção sobre determinado candidato ou fato, 

resultando em um aumento da desconfiança pública. Embora a democracia brasileira esteja 

relativamente consolidada, ela enfrenta um desafio significativo: as manipulações digitais, cujo 

impacto tem prejudicado a confiança da população, especialmente no que diz respeito à 

integridade dos processos eleitorais ao influenciarem eleitores de forma enganosa. 

Com a quarta Revolução Industrial, a inteligência artificial3 produziu a chamada 

Deep Fakes, expressão que combina “deep” (aprendizado profundo) e “fake” (falso), um 

mecanismo para criar vídeos e vozes hiper-realistas utilizando dados reais de determinada 

pessoa. Por meio deste recurso, a máquina gera mídias artificiais, seja por meio de criação, 

sobreposição ou substituição de elementos, com qualidades que transmitem nítida impressão da 

realidade, chegando a ser quase imperceptíveis ao olhar humano. Trata-se deum avanço no 

campo da Inteligência Artificial capaz de gerar imagens, áudios e vídeos cinéticos hiper-

 

 
1 Definir a inteligência artificial pode levar algum trabalho, pois existem quatro ramos desta ciência, são: (1) 

sistemas que pensam como seres humanos, (2) sistemas que atuam como seres humanos, (3) sistemas pensam de 

forma racional e (4) sistemas que atuam como seres humanos; mas que resumidamente são sistemas que podem 

pensar, raciocinar e até mesmo se comporta (RUSSEL, Stuart; NORVIG, Peter. Inteligência artificial. 3. ed. 

Rio de Janeiro: Elsevier, 2013. p. 25). 
2 LOBO, Alfredo Ribeiro da Cunha. O impacto das novas tecnologias no processo eleitoral nas democracias ao 

redor do mundo. In: NÓBREGA, Guilherme Pupe da; COELHO, Renato Gustavo Alves; ARAÚJO, Renato 

Guanabara Leal de (coord.). Temas em direito eleitoral: uma homenagem aos desembargadores eleitorais 

Roberval Casemiro Belinati e Mário-Zam Belmiro Rosa. Brasília, DF: Conhecimento, 2024. p. 67. 
3 SCHWAB, Klaus. A Quarta Revolução Industrial. São Paulo: Edipro, 2016. p. 21. 
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realistas. Neste contexto, Santaella, em estudo desenvolvido, mostra que as Deep Fakes foram 

propostas como “irmãs siamesas das fake news”4. 

Esses softwares de códigos abertos são capazes de aprender e gerar novos dados a 

partir dos conjuntos de dados existentes, sendo processados por meio de redes adversárias 

generativas (GANs, do inglês Generative Adversarial Networks)5. Seu aperfeiçoamento se dá 

através de redes neurais que, juntamente com a ampliação dos bancos de dados visuais, 

contribuem significativamente para a ascensão das mídias sintéticas6, gerando conteúdos 

fraudulentos7 focados em machine learning. 

A dimensão do problema no contexto brasileiro pode ser evidenciada por pesquisas 

recentes. Em levantamento realizado pelo Instituto DataSenado Federal8 com o intuito de 

investigar a relação entre redes sociais e desinformação na internet, foram ouvidas 2.400 

pessoas de todas as regiões do Brasil em 2019. Segundo levantamento, 45% dos entrevistados 

decidiram seu voto nas eleições de 2018 com base em informações obtidas em redes sociais, 

evidenciando a crescente influência dessas plataformas como fonte de informação para o 

eleitorado brasileiro. 

O estudo revelou que 80% dos brasileiros acreditam que os conteúdos 

compartilhados nas redes sociais possuem influência sobre as opiniões das pessoas, bem como 

apontou que 51% dos jovens entre 16 e 29 anos são mais suscetíveis a considerar informações 

vistas em redes sociais ao decidir seus votos9. Quando se avalia qual a principal ferramenta para 

informação, 79% dos participantes informaram ser o WhatsApp, evidenciando como as 

plataformas digitais, especialmente aplicativos de mensagens, têm moldado o comportamento 

do eleitor, tornando-se um ambiente estratégico tanto para a disseminação de informações 

legítimas quanto de notícias falsas. 

No que tange à propagação de desinformação (notícias falsas), identificadas como 

um dos maiores desafios no ambiente digital, cerca de 77% dos entrevistados acreditam que 

 

 
4 SANTAELLA, Lúcia. Estética digital: síntese, epistemologia e poética da cultura digital. 6. ed. São Paulo: 

Paulus, 2021. p. 164. 
5 DIAS, Jefferson Aparecido; DOCA, Heloisa Helou; SILVA, Fabiano Fernando da. Bots, fake news, fake faces e 

deepfakes: a automação, sob o viés da dromologia, como forma sofisticada de biopoder para influenciar o 

processo eleitoral democrático. Pensar, Fortaleza, v. 26, n. 3, p. 1-14, jul./set. 2021. Disponível em: 

https://www.researchgate.net/publication/354097460. Acesso em: 10 maio 2025. p. 7. 
6 MEIKLE, Graham. Deepfakes. Cambridge: Polity Press, 2022. p. 42. 
7 REBUÁ, Giullia Cordeiro; PAVELSKI, Bruna Guesso Scarmagnan; NETO, Mario Furlaneto. Eleições e novas 

tecnologias: dados, inteligência artificial e (des)informação. Belo Horizonte: Editora Expert, 2024. p. 86. 
8 BRASIL. Câmara dos Deputados. Pesquisa Nov/2019 – Relatório sem tabelas: redes sociais, notícias falsas e 

privacidade de dados na internet. Brasília, DF, nov. 2019a. Disponível em: https://www2.camara.leg.br/a-

camara/estruturaadm/ouvidoria/dados/pesquisa-nov-2019-relatorio-sem-tabelas. Acesso em: 26 maio 2025. 
9 Ibid.p 1. 
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fake news possuem maior visibilidade nas redes sociais do que notícias verdadeiras. Por outro 

lado, quase metade (47%) relatou dificuldades para distinguir entre notícias verdadeiras e falsas. 

Por fim, a maioria dos entrevistados (96%) defende que aqueles que compartilham conteúdos 

falsos devem ser responsabilizados, assim como as plataformas digitais10. A esses dados, soma-

se o recente estudo realizado pela Fundação Getúlio Vargas11, que apurou a existência de 440 

milhões de dispositivos digitais em uso no país. 

Nas eleições de 2022 o Brasil teve uma ascensão das Deep Fakes envolvendo 

candidatos e pesquisas eleitorais. Um caso emblemático foi da jornalista Renata Vasconcellos, 

apresentadora do Jornal Nacional, que em um vídeo manipulado anunciava falsamente que uma 

pesquisa do IPEC mostrava o candidato Jair Bolsonaro à frente de Luiz Inácio Lula da Silva, 

invertendo os resultados reais que apontavam Lula com 44% e Bolsonaro com 32% das 

intenções de voto12. 

Portanto, a tecnologia assumiu um papel central no cotidiano e na interação dos 

indivíduos, tornando-se um espaço de comunicação e acesso à informação. A utilização de Deep 

Fakes nesses espaços digitais configura um mecanismo de controle utilizado por cada indivíduo 

ou grupo. De acordo com Jefferson Aparecido, ocorre “no âmbito dos biopoderes, busca criar 

estados mentais dos usuários das redes sociais influenciando seu juízo de valor sobre certo 

candidato ou partido político, adotando essa ou aquela opinião política”13. Nesse processo, 

Milan w. Svolik14 aborda que a comunicação e o aumento da polarização reforçam a maneira 

populista de “fazer política”, ao buscar, de maneira ardil, manipular a realidade dos fatos15. Tal 

fenômeno torna-se um risco lesivo ao Estado Democrático de Direito, diante da rápida 

propagação de notícias falsas e o seu impacto na formação de opinião do eleitor. 

 

 
10 REBUÁ; PAVELSKI; NETO, 2024, p. 91. 
11 BRASIL. Senado Federal. Redes sociais influenciam voto de 45% da população, indica pesquisa do 

DataSenado. Brasília, DF, 12 dez. 2019b. Disponível em: https://www12.senado.leg.br/noticias/materias/2019/ 

12/12/redes-sociais-influenciam-voto-de-45-da-populacao-indica-pesquisa-do-datasenado. Acesso em: 26 maio 

2025. 
12 FOLHA DE S.PAULO. Fake news sobre urnas, pesquisas e TSE dominam eleição de 2022. Folha de S.Paulo, 

São Paulo, 24 set. 2022. Disponível em: https://www1.folha.uol.com.br/poder/2022/09/fake-news-sobre-urnas-

pesquisas-e-tse-dominam-eleicao-de-2022.shtml. Acesso em: 26 maio 2025. 
13 WESTERLUND, Mikael. Bots, fake news, fake faces, deepfakes e sua eventual influência no processo eleitoral 

democrático. Revista da Advocacia do Poder Legislativo, Brasília, DF, v. 21, n. 2, p. 101-120, jul./dez. 2020. 

p. 1. Disponível em: https://revista.camara.leg.br/index.php/RAPL/article/view/491. Acesso em: 18 jun. 2025. 
14 SVOLIK, Milan W. Polarização versus democracia. Tradução de Fabio Storino. Journal of Democracy em 

Português, São Paulo, v. 8, n. 2, p. 5-19, nov. 2019. p. 25. 
15 BRASIL. Tribunal Superior Eleitoral. Resolução nº 23.732, de 27 de fevereiro de 2024. Altera a Resolução nº 

23.610, de 18 de dezembro de 2019, dispondo sobre a propaganda eleitoral. Diário da Justiça Eletrônico: seção 

1, Brasília, DF, 4 mar. 2024d. Disponível em: https://www.tse.jus.br/legislacao/compilada/res/2024/resolucao-

no-23-732-de-27-de-fevereiro-de-2024. Acesso em: 27 maio 2025. 
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O atual momento é provocado por dois fatores: (i) assegurar o direito à liberdade 

de expressão dos indivíduos dentro de seus limites16; e (ii) impedir a censura17. A constelação 

digital não pode ser encarada como terra sem “lei”18, porém, todo debate político deve ser 

pautado pela liberdade de expressão e o direito à crítica política, sendo ambos assegurados e 

protegidos constitucionalmente. No entanto, esses direitos não são absolutos, encontrando 

limites e balizas quando confrontados com outros valores constitucionais, que precisam ser 

respeitados pelos participantes do processo eleitoral. Não é admitida, portando, a veiculação de 

vídeos que contenham calúnia, injúria, divulgação de fatos sabidamente inverídicos, ou que 

firam a honra, a imagem e a integridade do processo eleitoral. 

Ao longo dos avanços desta ameaça ao Estado Democrático de Direito, o Poder 

Legislativo propôs inúmeras iniciativas com o intuito de combater e limitar a disseminação de 

notícias falsas19, porém não tiveram um desfecho conclusivo. Nas eleições de 2017 houve um 

crescente onda de notícias falsas que gerou uma ação ativa do Tribunal Superior Eleitoral 

(TSE). No ano de 2018 foi assinado um acordo com 28 Partidos Políticos que versava sobre “o 

compromisso a manter o ambiente de higidez informacional, de sorte a reprovar qualquer 

prática ou expediente referente à utilização de conteúdo falso no próximo pleito”20. No mesmo 

ano, o Google assinou acordo junto ao TSE, versando no texto “a prevenção de práticas 

maliciosas de desinformação, projetos de fomento à educação digital e iniciativas que 

promovam o jornalismo de qualidade”21. Ainda neste período, foi criada a Portaria TSE nº 

949/2017, instituindo o Conselho Consultivo sobre internet e Eleições, composto por 14 

integrantes: representantes da Justiça Eleitoral, do Ministério Público, do Ministério da Defesa, 

 

 
16 BRASIL. [Constituição (1988)]. Constituição da República Federativa do Brasil de 1988. Brasília, DF: 

Presidência da República, [2024], art. 5º. Disponível em: http://www.planalto.gov.br/ccivil_03/constituicao/ 

constituicaocompilado.htm. Acesso em: 27 maio 2025. 
17 BRASIL, 1988, art. 5º. 
18 PEREIRA, Vasco. Constitucionalismo digital. Rio de Janeiro: Renovar, 2018. p. 60. 
19 MIRANDA, Tiago; TRIBOLI, Pierre. Combate a fake news é tema de 50 propostas na Câmara dos Deputados. 

Agência Câmara, Brasília, DF, 1 jun. 2020. Atualizada em: 2 jun. 2020. Disponível em: https://www.camara. 

leg.br/noticias/666062-combate-a-fake-news-e-tema-de-50-propostas-na-camara-dos-deputados. Acesso em: 

26 maio 2025. 
20 BRASIL. Tribunal Superior Eleitoral. Eleições 2018: acordo para não proliferação de notícias falsas conta com 

assinatura de 28 partidos. Brasília, DF, jul. 2018b. Disponível em: https://www.tse.jus.br/comunicacao/noticias/ 

2018/Julho/eleicoes-2018-acordo-para-nao-proliferacao-de-noticias-falsas-conta-com-assinatura-de-28-partido 

s. Acesso em: 26 maio 2025. 
21 MOURA, Rafael Moraes. Facebook e Google assinam acordo com TSE contra “fake news”. UOL Notícias, 

Brasília, DF, 28 jun. 2018. Disponível em: https://noticias.uol.com.br/politica/eleicoes/2018/noticias/agencia-

estado/2018/06/28/facebook-e-google-assinam-acordo-com-tse-contra-fake-news.htm. Acesso em: 26 maio 

2025. 
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do Ministério da Justiça, do Departamento de Polícia Federal, do Ministério da Ciência e 

Tecnologia, entre outros órgãos públicos, e da sociedade civil22. 

Entretanto, os esforços do TSE não foram suficientes para combater as informações 

inverídicas nas eleições, pois os próprios militantes dos Partidos Políticos acabaram por 

descumprir o acordo firmado23. 

A judicialização desse fenômeno no Brasil tem se intensificado, exigindo que os 

tribunais adotem mecanismos de controle e penalização adequados para lidar com essa ameaça. 

No ano de 2024, o TSE aprovou Resolução nº 23.732 de fevereiro de 2024, que dispõe sobre 

propaganda eleitoral em plataformas digitais, alterando a Resolução nº 23.610, de dezembro de 

2019, vedando manipulações digitais destinadas a induzir o eleitorado ao erro, especialmente 

com o uso de Deep Fakes24. 

A presente pesquisa leva em conta a atual conjuntura das propagandas políticas no 

ambiente da internet, e após extensa leitura, surgiram inúmeras perguntas: Qual conceito de 

Deep Fakes? Quais medidas regulatórias e tecnológicas são utilizadas pelos Tribunais 

Regionais Eleitorais para proteção da integridade eleitoral contra esse tipo de manipulação 

digital? Como se fundamentam as decisões? Contudo, uma questão central ganhou força para 

investigação: De acordo com o conceito de Graham Meikle25, como as Deep Fakes estão sendo 

judicializadas quando envolvem candidatos e propaganda eleitoral, especialmente entre o ano 

de 2018 a 2024 no Brasil? A investigação busca compreender de que maneira os tribunais têm 

decidido casos envolvendo o uso dessa tecnologia em campanhas eleitorais e qual entendimento 

se tem firmado sobre a matéria em uma análise de casos concretos. 

Para enfrentar o tema-problema, parte-se da noção do livre mercado de ideias 

ganhando maior fecundidade se levada a cabo por meio de um livre debate, mas tal direito não 

absoluto, pois encontra limites previstos diretamente pela Constituição, bem como pela colisão 

desse direito com outros de mesmo status. 

Os objetivos gerais da pesquisa incluem a análise de como as Deep Fakes estão 

sendo tratadas juridicamente no direito eleitoral, bem como a identificação das tendências nas 

 

 
22 BRASIL. Tribunal Superior Eleitoral. Portaria nº 949, de 7 de dezembro de 2017. Institui o Conselho Consultivo 

sobre Internet e Eleições. Diário de Justiça Eleitoral, Brasília, DF, 7 dez. 2017. Disponível em: https://www. 

tse.jus.br/legislacao/compilada/prt/2017/portaria-no-949-de-7-de-dezembro-de-2017. Acesso em: 27 maio 

2025. 
23 BRASIL. Tribunal Superior Eleitoral. Nota de esclarecimento sobre ‘fakes’ de 2018 envolvendo urnas que 

voltaram a circular nos últimos dias. Brasília, DF, 18 out. 2020b. Disponível em: https://www.tse.jus.br/ 

comunicacao/noticias/2020/Outubro/nota-de-esclarecimento-sobre-2018fakes-de-2018-envolvendo-urnas-que-

voltaram-a-circular-nos-ultimos-dias. Acesso em: 26 maio 2025. 
24 BRASIL, 2024d. 
25 MEIKLE, 2022, p. 25. 
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decisões judiciais e a compreensão das implicações sancionatórias. Especificamente, mapear as 

decisões judiciais que envolvam deep fakes eleitorais, identificando sua frequência, distribuição 

temporal e os contextos políticos em que surgiram. Busca-se, ainda, avaliar os fundamentos 

jurídicos adotados pelos julgadores, analisando os dispositivos legais e constitucionais 

invocados, bem como o nível de tecnicidade e argumentação empregados. Será examinada a 

aplicação de penalidades previstas na legislação vigente – como remoção de conteúdo, direito 

de resposta, multas, cassação de registro ou diploma e envio à esfera criminal com o intuito de 

compreender os critérios utilizados para sua imposição. Ademais, pretende-se compreender 

como os tribunais qualificam os conteúdos manipulados. 

A justificativa para este estudo está ancorada na necessidade de compreender os 

desafios regulatórios associados à sua proliferação das Deep Fakes. Pretende-se contribuir para 

o debate dessa nova ameaça e estruturar o entendimento firmado pelos Tribunais em âmbito 

Nacional, com intuito de assegurar maior transparência e legitimidade dos processos eleitorais. 

Além disso, a investigação tem o potencial de fornecer subsídios para o aperfeiçoamento da 

legislação e das políticas públicas voltadas ao combate à desinformação digital. 

Deste modo, convida-se a refletir sobre o impacto desta poderosa máquina de 

manipulação que pode ter reflexo na sociedade, ocasionando erosão na confiabilidade e 

legitimidade das eleições, ou seja, vai de encontro ao ideal de democracia. 

No que se refere aos tipos de investigações, a pesquisa utilizou duas abordagens: 

exploratória e qualitativa. A primeira será aplicada no levantamento da bibliografia, na coleta 

de jurisprudência e nas percepções gerais sobre os fenômenos abordados, para interpretação e 

compreensão de judicialização sobre Deep Fakes em âmbito eleitoral. A segunda, a abordagem 

qualitativa, deve-se à natureza complexa do objeto de estudo. A análise de decisões judiciais 

permitirá: 1) organizar as informações relativas ao recorte apresentado, 2) verificar a coerência 

decisória26. Produzir uma explicação em sentido das decisões a partir da interpretação sobre o 

processo, sobre a forma das decisões e sobre os argumentos produzidos27. Além disso, a 

pesquisa é exploratória, uma vez que busca compreender um fenômeno recente e em constante 

evolução, para o qual ainda há limitada sistematização teórica e jurisprudencial28. 

 

 
26 MACCORMICK, Neil. Legal reasoning and legal theory. Oxford: Oxford University Press, 2003. p. 152. 
27 WEBER, Max. Economia e sociedade: fundamentos da sociologia compreensiva. Tradução de Regis Barbosa 

e Karen Elsabe Barbosa; revisão técnica de Gabriel Cohn. Brasília, DF: Editora Universidade de Brasília;  

São Paulo: Imprensa Oficial do Estado de São Paulo, 1999 (1.ª ed.); reimpressão 2004. v. 2, p. 4. Disponível 

em: https://ayanrafael.com/wp-content/uploads/2011/08/weber-m-economia-e-sociedade-fundamentos-da-

sociologia-compreensiva-volume-2.pdf. Acesso em: 26 maio 2024. 
28 KUHN, Thomas S. A estrutura das revoluções científicas. 7. ed. São Paulo: Perspectiva, 2003. p. 43. 
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Segundo Bardin29, a análise de conteúdo consiste em um conjunto de técnicas que 

permite a inferência de conhecimentos por meio da sistematização de dados textuais. Essa 

técnica será utilizada para identificar categorias e padrões recorrentes nos fundamentos 

jurídicos apresentados pelos tribunais. Nesta linha, Charmaz30 menciona que a análise de dados 

qualitativos envolve a identificação de padrões através dos dados coletados. A pesquisa 

qualitativa é particularmente adequada para compreender fenômenos emergentes e contextos 

complexos, onde a subjetividade dos agentes desempenha um papel crucial31. Sendo assim, “o 

método científico consiste em um conjunto de etapas sistemáticas que têm como objetivo 

garantir a validade e a confiabilidade das conclusões obtidas”32. 

Os dados utilizados foram de natureza primaria (jurisprudência, legislação nacional 

e Resoluções) e secundária (publicações cientificas e técnicas sobre os temas abordados e 

reportagens publicadas em jornal de grande circulação) 

A escolha pelo Tribunal Regional Eleitoral e o Tribunal Superior Eleitoral justifica- 

se pela centralidade do direito eleitoral no contexto do uso de Deep Fakes em campanhas 

políticas e pela relevância dos tribunais superiores como definidores de jurisprudência e 

interpretadores da legislação eleitoral. A seleção das decisões será através das terminologias 

“Deep Fake”, “Manipulação de vídeo”, “vídeo inverídico”, “DeepFake”, “Conteúdo sintético”, 

“Inteligência Artificial”. Serão analisadas tanto decisões finais (mérito) quanto decisões 

liminares, considerando que estas podem sinalizar tendências interpretativas relevantes. 

A temporalidade do estudo abrange decisões proferidas no período de 2018 a 2024, 

marcando a consolidação do uso de Deep Fakes em contextos políticos e eleitorais. Esse recorte 

permite observar como a judicialização do tema evoluiu desde as primeiras ocorrências 

registradas até os casos mais recentes, oferecendo uma visão longitudinal das transformações 

no entendimento jurídico. 

A coleta de dados foi realizada por meio de pesquisa documental e processual de 

jurisprudência, como os portais do TSE e dos TREs. Além disso, serão consultados bancos de 

dados jurídicos privados, como Jusbrasil, que permitem o acesso a decisões relevantes e 

consolidam informações de diferentes instâncias judiciais. A análise dos processos será 

 

 
29 BARDIN, Laurence. Análise de conteúdo. São Paulo: Edições 70, 2011. p. 42. 
30 CHARMAZ, Kathy. Constructing grounded theory: a practical guide through qualitative analysis. London: 

SAGE Publications, 2009. p. 37. 
31 FLICK, Uwe. Introdução à pesquisa qualitativa: teoria, método e aplicação. 3. ed. Porto Alegre: Artmed, 

2009. p. 22. 
32 LAKATOS, Eva; MARCONI, Marina de Andrade. Fundamentos de metodologia científica. 7. ed. São Paulo: 

Atlas, 2017. p. 84. 
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fundamental para identificar padrões, compreender os fundamentos utilizados pelos tribunais e 

avaliar como a legislação atual tem sido aplicada para lidar com os desafios impostos pelas 

Deep Fakes. 

Para isso, o estudo envolverá a revisão de informações específicas de cada processo, 

como o ano das eleições, classe processual, tribunal responsável, recorrente e recorrido, e o 

relator da matéria. Também será feito um levantamento detalhado sobre a presença de Deep 

Fakes no caso, incluindo a verificação de sua autenticidade e a análise sobre a veracidade do 

conteúdo alterado. A pesquisa abordará a repercussão nas redes sociais, verificando se a 

plataforma envolvida foi considerada polo passivo e qual responsabilidade lhe foi atribuída. 

Além disso, será verificado se houve pedido liminar para retirada de conteúdo e se o caso 

mencionou aspectos relacionados à proteção de dados ou à privacidade. 

O foco será na definição de Deep Fakes utilizada pelo julgador, se o conteúdo foi 

enquadrado como propaganda irregular ou abuso de poder, e quais normas do Código Penal 

foram citadas. Também serão analisados aspectos como a divulgação de fatos inverídicos, o 

uso de aplicativos de mensagem, o impacto da viralização do conteúdo e a interpretação do 

julgador sobre a relação entre liberdade de expressão e o combate à propaganda negativa. A 

pesquisa incluirá ainda uma avaliação de decisões de tribunais superiores, eventuais recursos e 

precedentes citados. 

Visando alcançar as proposições e objetivos descritos na introdução, o trabalho foi 

desenvolvido a partir de uma lógica discursiva e cronológica. Assim, no segundo capítulo, tem 

como objetivo introduzir o conceito de deep fake e examinar suas diferentes formas de 

manifestação, compreendendo as ferramentas tecnológicas envolvidas em sua produção e os 

impactos sociais decorrentes de sua disseminação. A partir da análise do papel da inteligência 

artificial na criação e circulação dessas falsificações audiovisuais, busca-se refletir sobre os 

riscos que representam para a confiança pública, especialmente no contexto democrático. Na 

sequência, aprofunda-se a discussão sobre os fundamentos da liberdade de expressão na seara 

da propaganda eleitoral, distinguindo suas vertentes legítimas e suas possíveis distorções 

quando confrontadas com práticas enganosas. 

No terceiro capítulo, a pesquisa se volta à análise do poder normativo conferido ao 

Tribunal Superior Eleitoral (TSE), especialmente a partir do art. 57-J da Lei das Eleições, e à 

forma como tal competência vem sendo efetivamente exercida frente ao desafio representado 

pelas deep fakes. Nesse sentido, será realizada uma leitura sistemática das resoluções expedidas 

pelo TSE nos anos eleitorais, com o intuito de compreender a evolução regulatória e a 
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consolidação de mecanismos normativos voltados à preservação da integridade do processo 

eleitoral diante da crescente manipulação digital de conteúdos. 

No quarto capítulo é dedicado à apresentação e análise dos dados coletados ao longo 

da pesquisa, abrangendo decisões judiciais proferidas no âmbito dos Tribunais Regionais 

Eleitorais e do próprio TSE. A partir desse levantamento empírico, os casos serão organizados 

conforme o enquadramento jurídico aplicável a cada período eleitoral específico, com base na 

legislação e nas resoluções vigentes à época dos fatos. Por fim, propõe-se uma categorização 

das decisões judiciais quanto à forma de reconhecimento das deep fakes, identificando padrões 

interpretativos e tendências na jurisprudência eleitoral brasileira. 

Por fim, o capítulo conclusivo sintetiza os principais achados da pesquisa, avaliando 

como a Justiça Eleitoral, especialmente os TREs e o TSE têm judicializado a questão das deep 

fakes no processo eleitoral. A partir dessa reflexão, será possível apontar os limites e avanços 

do sistema de justiça na contenção de práticas desinformativas digitais e na proteção da 

legitimidade do pleito, considerando os desafios normativos, tecnológicos e institucionais 

envolvidos. 
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5. CONCLUSÃO 

 

Com a incorporação da inteligência artificial ao cotidiano digital, o fenômeno da 

desinformação ganhou novas camadas de sofisticação. As interações rotineiras dos usuários nas 

plataformas digitais geram uma imensa quantidade de dados pessoais, os quais são 

constantemente coletados, analisados e utilizados para treinar sistemas de IA. Essa dinâmica 

permitiu o surgimento de tecnologias capazes de gerar conteúdos sintéticos extremamente 

realistas, como vídeos e áudios falsos que imitam com precisão feições, entonações e 

comportamentos humanos. Com isso, as chamadas fakes news passaram a se manifestar não 

apenas por meio de textos, mas também em formatos multimodais como imagens, áudios e 

vídeos que exploram diferentes sentidos para ampliar seu poder de convencimento. Nesse 

contexto, destaca-se o uso das deep fakes, que representam uma evolução tecnológica das 

desinformações ao combinar inteligência artificial com recursos audiovisuais, conferindo maior 

verossimilhança às narrativas enganosas e, consequentemente, maior potencial de impacto na 

opinião pública. O resultado é um ambiente informacional mais complexo, onde a manipulação 

digital desafia os mecanismos tradicionais de verificação e fortalece a disseminação de 

narrativas enganosas com alto apelo emocional. 

A partir da interpretação crítica de Graham Meikle33, é possível concluir que a 

proliferação das Deep Fakes não decorre apenas de avanços tecnológicos isolados, mas está 

diretamente vinculada à lógica de funcionamento das plataformas digitais. Essas mídias, longe 

de serem espaços neutros de interação ou divulgação política, operam como empresas de dados 

que lucram com a exploração da atenção dos usuários. Ao priorizarem conteúdos que geram 

maior engajamento geralmente os mais polêmicos, sensacionalistas ou emocionalmente 

provocativos os algoritmos dessas plataformas acabam favorecendo a circulação de vídeos 

manipulados, como as Deep Fakes, que confundem a opinião pública e comprometem o debate 

democrático. Neste prisma, foram analisadas diversas ferramentas utilizadas na produção de 

Deep Fakes, tais como a troca de rostos, a modulação de vozes e as sincronizações corporal e 

labial, que tornam os conteúdos cada vez mais verossímeis. Além disso, foram incorporados 

estudos que aprofundam como esses materiais são recepcionados e interpretados pelos eleitores, 

evidenciando os impactos e efeitos da desinformação visual no processo de formação da opinião 

política. 

 

 
33 MEIKLE, 2022, p. 57. 
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A atual regulação sobre o uso de tecnologias de deep fake no Brasil, especialmente 

em contexto eleitoral, ainda se mostra incipiente, fragmentada e reativa. Apesar de o fenômeno 

já impactar significativamente o debate público e o processo democrático, não há uma 

legislação específica que trate com profundidade das responsabilidades, sanções e mecanismos 

de prevenção ligados à criação e à disseminação de conteúdos sintéticos enganosos. Nesse 

contexto, revelou-se especialmente relevante a ampliação do poder regulamentar do Tribunal 

Superior Eleitoral, notadamente a partir da introdução do art. 57-J da Lei nº 9.504/1997, que 

conferiu à Corte competência normativa própria para lidar com os efeitos da transformação 

tecnológica sobre as campanhas eleitorais. Ao longo dos últimos ciclos eleitorais, o TSE tem 

exercido essa prerrogativa de modo progressivamente mais incisivo, produzindo normas 

específicas que acompanham as inovações digitais e seus impactos no ambiente político-

eleitoral. Essa atuação normativa, que se distingue da limitação mais restritiva imposta pelo art. 

105 da mesma lei, permitiu ao Tribunal não apenas editar resoluções com maior flexibilidade, 

mas também elaborar diretrizes interpretativas e formular boas práticas voltadas à prevenção e 

ao combate da desinformação. 

Com especial destaque para as eleições de 2024, observou-se o amadurecimento do 

aparato normativo e institucional da Justiça Eleitoral frente às ameaças impostas pelas Deep 

Fakes. A consolidação de um regime normativo capaz de responsabilizar plataformas digitais, 

disciplinar o uso da inteligência artificial em campanhas e exigir condutas proativas de 

verificação de autenticidade dos conteúdos divulgados, projeta o Brasil como referência 

internacional no enfrentamento à manipulação tecnológica da informação eleitoral. Essa 

trajetória normativa revela, ainda, uma crescente sofisticação do arcabouço jurídico eleitoral, 

que transita de uma abordagem genérica sobre “montagens” e “trucagens”, observada em 2018, 

para a incorporação de conceitos técnicos e jurídicos atualizados, voltados ao tratamento da 

inteligência artificial generativa. O esforço institucional não apenas resguarda o equilíbrio da 

disputa política, mas reafirma o compromisso da Justiça Eleitoral com a proteção da liberdade 

de voto, da igualdade de condições entre candidaturas e da confiança coletiva no resultado das 

urnas. Nesse cenário, fica evidenciado o fortalecimento do poder normativo do TSE aliado à 

vigilância institucional sobre as plataformas, ao aprimoramento dos mecanismos de 

responsabilização e à transparência no processo eleitoral como um todo, especialmente no 

combate à desinformação digital 

Nesse vácuo legislativo, a jurisprudência da Justiça Eleitoral, tem buscado 

preencher lacunas por meio de resoluções e decisões pontuais. Ainda que haja avanços, a 

atuação do TSE tem oscilado entre uma postura protetiva da integridade eleitoral e uma 
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preocupação legítima com a salvaguarda da liberdade de expressão, resultando, muitas vezes, 

em decisões pouco uniformes. Em alguns casos, conteúdos manipulados por meio de deep fakes 

são considerados mera sátira ou opinião política protegida pelo artigo 5º, inciso IX, da 

Constituição Federal. Em outros, são severamente reprimidos com base na proteção à honra 

(art. 5º, X) ou na vedação à propaganda eleitoral enganosa. 

Dessa forma, a análise dos julgados evidencia que o compartilhamento de conteúdo 

ilícitos relacionados a deep fakes ocorre, em sua maioria, de forma orgânica, impulsionado pela 

dinâmica espontânea das redes sociais e pela ação de usuários comuns, sem necessariamente 

depender de esquemas estruturados de disseminação. Esse achado dialoga diretamente com o 

recente posicionamento do Supremo Tribunal Federal (STF), que determinou a adoção de 

mecanismos eficazes de prevenção e remoção proativa de conteúdos ilícitos, reforçando o dever 

de vigilância e a necessidade de respostas céleres frente às novas formas de manipulação 

tecnológica da informação eleitoral. 

Outro aspecto relevante é o chamado “dividendo do mentiroso”, que revela como a 

própria conscientização pública acerca da existência de tecnologias de manipulação digital, 

como os deep fakes, pode, paradoxalmente, ser explorada de forma indevida e oportunista por 

atores mal-intencionados, que passam a alegar falsidade de conteúdos autênticos para escapar 

de responsabilizações ou gerar dúvida deliberada sobre fatos verídicos. Ao alegarem falsamente 

que conteúdos autênticos foram fabricados por inteligência artificial, essas figuras procuram 

escapar à responsabilização e desestabilizar a confiança coletiva na evidência empírica. Tal 

fenômeno representa um desafio significativo à governança democrática e ao Estado de Direito, 

exigindo respostas que articulem regulação normativa, inovação tecnológica e fortalecimento 

da cultura cívica.  

Esse contexto revela uma insegurança jurídica significativa e a ausência de critérios 

objetivos para distinguir conteúdos fraudulentos de manifestações legítimas. Tal cenário 

compromete a coerência jurisprudencial e exige, urgentemente, a construção de uma 

hermenêutica compatível com os valores constitucionais, que harmonize de forma equilibrada 

a liberdade de expressão, a proteção à honra e a preservação da integridade do processo 

eleitoral. O exercício desse equilíbrio deve ser fundado em critérios técnicos, transparentes e 

previamente definidos, de modo a evitar decisões casuísticas ou politicamente seletivas. 

A presente pesquisa evidencia que, embora a jurisprudência em determinados casos 

adote o enquadramento de “não reconhecimento de deep fake”, é possível identificar a presença 

de deep fakes em sua forma expressiva. As chamadas Deep Fakes Expressivas são aquelas 

criações cuja natureza artificial é visível ou intencionalmente reconhecível, e que geralmente 
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têm como finalidade o exercício da crítica, da sátira ou da paródia. Seu objetivo não é enganar, 

mas provocar reflexão, humor ou crítica política, integrando-se ao legítimo exercício da 

liberdade de expressão, conforme reconhecido reiteradamente pela jurisprudência do Supremo 

Tribunal Federal e da própria Justiça Eleitoral. Esses conteúdos, ainda que falseiem a realidade 

de modo ficcional ou caricatural, não simulam veracidade nem pretendem distorcer a percepção 

do eleitor. Assim, inserem-se na esfera protegida do debate democrático plural, especialmente 

quando se mostram como montagens grosseiras ou de fácil identificação, como nas decisões 

que afastaram a configuração de deep fake diante da ausência de sofisticação técnica ou de dolo 

manipulativo. 

Diante da análise dos casos envolvendo deep fakes, constata-se que a insuficiência 

de provas técnicas tem se revelado um obstáculo significativo à responsabilização efetiva dos 

autores de conteúdos manipulados. A Resolução TSE nº 23.608/2019 estabelece critérios 

rigorosos para a caracterização da ilicitude, exigindo a demonstração objetiva da manipulação, 

sua autoria e a veracidade do material original. No entanto, a ausência de perícias específicas 

que comprovem o uso de inteligência artificial e a inexistência de elementos técnicos que 

evidenciem a adulteração substancial do conteúdo inviabilizam o cumprimento desses 

requisitos normativos, o que leva, em muitos casos, à improcedência das ações. 

Adicionalmente, a dificuldade de rastrear a origem da publicação, especialmente 

quando o material é disseminado por meios informais ou sem a identificação da URL, 

compromete ainda mais a efetividade da tutela jurisdicional. Essa fragilidade probatória não 

apenas limita a capacidade de resposta da Justiça Eleitoral diante de práticas desinformativas 

sofisticadas, como também evidencia a necessidade de aprimoramento dos mecanismos de 

coleta e verificação de provas digitais. Em síntese, a jurisprudência demonstra que, sem 

respaldo técnico robusto, a responsabilização por deep fakes torna-se inviável, mesmo diante 

de indícios evidentes de manipulação e dano ao processo eleitoral. 

A jurisprudência tem sido clara ao afirmar que o uso isolado de capturas de tela 

(prints) não constitui meio de prova idôneo para comprovar a autenticidade e a veracidade do 

material impugnado. Outro fator relevante para o afastamento da configuração de propaganda 

eleitoral antecipada ou irregular foi a limitação da circulação do conteúdo a grupos privados, 

mesmo quando compostos por número expressivo de participantes. A inexistência de provas de 

ampla disseminação ou de disparos em massa levou o Tribunal a entender que, nessas hipóteses, 

não se configuraria violação às normas eleitorais, o que evidencia a necessidade de 

aperfeiçoamento dos mecanismos de produção e avaliação da prova em tempos de comunicação 

digital manipulada. 
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Por outro lado, a jurisprudência compreende como “Reconhecimento de Deep 

Fake” os conteúdos “Deep Fakes Enganosas com potencial lesivo” correspondem às 

manipulações sofisticadas de conteúdo audiovisual, vídeos, áudios ou imagens criadas mediante 

técnicas de inteligência artificial com o fim específico de enganar, induzir o erro e comprometer 

a formação da vontade política do eleitor. São conteúdos cuja aparência de veracidade é tão 

elevada que dificultam a identificação de sua natureza artificial, sendo empregados com o 

propósito de simular declarações, atitudes ou fatos que nunca ocorreram34. Essas práticas têm 

sido reconhecidas pela Justiça Eleitoral como ilícitos eleitorais, especialmente quando se 

demonstram aptas a causar desequilíbrio no pleito, configurar propaganda negativa antecipada 

ou desinformar em larga escala. Em tais casos, a jurisprudência tem admitido a imposição de 

sanções como multas, remoção do conteúdo e até direito de resposta, nos termos da Resolução 

TSE nº 23.610/2019 e suas atualizações. 

Portanto, tem avançado o reconhecimento das deep fakes como instrumentos de 

fraude eleitoral, sobretudo quando constatado o uso de inteligência artificial para alterar ou 

sobrepor imagens e sons com a clara intenção de manipular a percepção pública acerca de 

candidatos. Em tais hipóteses, a prática foi considerada ofensiva à lisura do pleito e passível de 

severas repercussões jurídicas, consolidando o entendimento de que a manipulação tecnológica, 

quando utilizada com fins eleitorais espúrios, configura ilícito passível de sanção. Na maior 

parte dos casos analisados, os tribunais dispensaram a produção de prova pericial formal, 

condenando os responsáveis com base na notoriedade e na evidência ostensiva da manipulação, 

reforçando a presunção de verossimilhança quando o conteúdo falso apresenta sinais evidentes 

de edição. 

Contudo, a crescente sofisticação das ferramentas de inteligência artificial, cuja 

capacidade de aprendizagem e refinamento aumenta a cada ciclo eleitoral, impõe desafios 

significativos à identificação e comprovação das deep fakes. Isso exige da Justiça Eleitoral um 

cuidado redobrado, sobretudo diante de conteúdos que se aproximam cada vez mais da 

verossimilhança plena. Nesse contexto, alguns precedentes trouxeram à tona a necessidade de 

produção de prova pericial, especialmente quando a manipulação não era evidente e surgiam 

controvérsias relevantes sobre a autenticidade do material impugnado. Nesses casos, a 

exigência de perícia técnica foi considerada fundamental para garantir o contraditório e a ampla 

defesa, demonstrando que, embora a jurisprudência caminhe para a responsabilização célere 

 

 
34 DENEMARK, 2024, p. 126. 
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em situações notórias, permanece a necessidade de rigor metodológico e técnico quando houver 

dúvida fundada quanto à natureza fraudulenta do conteúdo. 

Importante reforçar que a análise dos julgados permitiu classificar as decisões 

quanto ao reconhecimento do potencial lesivo das deep fakes em três categorias distintas: (i) 

casos de efetivo reconhecimento do dano, com aplicação de sanções como remoção de 

conteúdo, multa, direito de resposta e, em alguns casos, remessa à esfera criminal ou eleitoral 

para apuração de cassação; (ii) casos de risco potencial com medidas preventivas, mesmo sem 

comprovação técnica robusta, baseados na possibilidade de dano ao processo eleitoral; e (iii) 

casos de não reconhecimento da ilicitude, nos quais prevaleceu a proteção à liberdade de 

expressão, especialmente quando o conteúdo consistia em sátira, crítica política ou montagem 

sem uso identificável de IA. Essa classificação evidencia a tentativa da Justiça Eleitoral de 

equilibrar o enfrentamento às manipulações digitais com a preservação das liberdades 

democráticas. 

A consolidação dessa distinção é fundamental para que se assegure uma regulação 

eleitoral proporcional, que ao mesmo tempo preserve o espaço necessário à crítica e à liberdade 

de expressão inclusive em suas formas artísticas e provocativas e coíba o uso doloso da 

tecnologia como instrumento de fraude, desinformação ou sabotagem do processo eleitoral. O 

ciclo normativo 2018–2024 evidencia essa transição: de uma postura mais permissiva com foco 

na não intervenção, para uma atuação mais técnica, preventiva e orientada à preservação da 

integridade informacional e da isonomia entre candidaturas. 

As decisões analisadas nesta pesquisa evidenciam que o reconhecimento jurídico 

de uma deep fake não se resume à existência de manipulação, mas requer a avaliação da 

intencionalidade do conteúdo, do grau de sofisticação técnica, da sua aptidão para enganar e do 

seu impacto no processo eleitoral. Assim, a judicialização da matéria tem revelado a 

importância da prova técnica, da verificação da autoria, da aferição do contexto de disseminação 

e do juízo sobre a potencialidade lesivo sendo elementos essenciais à responsabilização jurídica 

da prática. 

Portanto, compreender a dualidade das deep fakes é compreender também os riscos 

e as oportunidades trazidas pela inteligência artificial ao ambiente democrático. O desafio da 

Justiça Eleitoral, e da sociedade como um todo, é estabelecer critérios claros para distinguir 

entre crítica e fraude, entre expressão e manipulação, entre liberdade e lesão, de forma a garantir 

que o uso de tecnologias digitais fortaleça e não fragilize os pilares da democracia. 
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